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Abstract
Given the widespread use of social media and their increasingly impactful role in our lives today, there is a pressing need to ensure their
safety of use. In particular, various social groups view the spread of adult content in social networks as undesirable. This content may
even pose a serious threat to other vulnerable groups (e.g. children). In this work, we develop a unique, large-scale dataset of adult
content in Arabic Twitter and provide in-depth analyses of the data. The dataset enables us to study the scope and distribution of adult
content in the Arabic version of the network, thus possibly uncovering target phic locales. In addition, computationally exploit the data
to learn a large lexicon specific to the topic and detect spreaders of adult content on the microblogging platform. Our models achieve
promising results, reaching 79% accuracy on the task (24% higher than a competitive baseline).

1. Introduction
Social media continues to play an increasingly important
role in our lives, making it necessary to keep these plat-
forms safe and free from ‘undesirable’ content. Undesir-
able postings come in many forms, including deceptive
(Westerman et al., 2014), hateful (Williams and Burnap,
2015), abusive (Mubarak et al., 2017), dangerous (Fuchs,
2017; Sikkens et al., 2017), and adult content (Abozinadah,
2015). Identification of spreaders of unsolicited content is
beneficial not only for user satisfaction, but also for the
safety of individuals and communities alike.
In the Arab world, social media are widely used (Lenze,
2017). This is especially the case for the Twitter plat-
form where, according to some estimates (Salem, 2017),
the number of monthly active users was expected to be 11.1
million as of March 2017. These Arab users send 27.4 mil-
lion tweets per day, almost doubling up from 5.8 million
in 2014 (Salem, 2017). Twitter has also been a very influ-
ential tool in the Arab world, as is evident from its role
in the waves of uprisings the region. In the contexts of
the political and social transformations the Arab world has
witnessed, activists have heavily used the platform for dis-
seminating views antagonistic to several Arab governments
(Khondker, 2011; Gerbaudo, 2012). Similarly, govern-
ments themselves are increasingly using Twitter to spread
content supporting their causes (i.e., propaganda) (Mejova,
2017).
Twitter prohibits the promotion of adult or sexual prod-
ucts, services, and content, whether in images, videos, or
text. 1However, spreaders of undesirable content are ex-
ploiting Twitter’s popularity, and it is not uncommon to
even witness advertising and adult content hashtags trend-
ing (Herzallah et al., 2017).
Popular search engines such as Google and Yahoo provide
“safe search” options to filter out unwanted content. So-
cial media platforms (e.g. Twitter, Facebook, YouTube)
also offer similar options, yet seem to be fighting a more
difficult battle. Efforts to combat unsolicited content, how-

1https://support.twitter.com/articles/
20170427?lang=en

Figure 1: Geographical distribution of adult content in the
Arab world.

ever, does not seem to be very successful thus far, as we
will show. Depending on manually curated lists of words
for use in filtering out adult content is no longer sufficient
since language and techniques employed by spreaders of
these content are constantly evolving. For example, spread-
ers of adult content often intentionally employ misspelled
and/or slang words. Misspellings can be as simple as re-
placing the letter ‘o’ with the digit ‘0’ in a word, which can
enable these users to bypass Twitter’s algorithmic filters.
Filtering out adult content is perhaps especially valuable in
the Arab world, due to religious and cultural sensitivities.
In this work, we seek to alleviate this bottleneck for Arabic
social media. We make the following contributions: (1) we
build a large-scale dataset of Arabic adult content; (2) we
learn large-scale lexica (based on hashtags, unigrams, and
bigrams) correlated with adult content from the data; (3)
we perform an in-depth analysis of the data, thus afford-
ing a better understanding of the dynamics of adult content
sharing and the behavior of its users on Twitter; and (4) we
develop successful predictive models for detecting spread-
ers of adult content.
The remainder of the paper is organized as follows: In Sec-
tion 2, we review related literature. We describe our dataset
in Section 3, we perform several textual analyses of the data
and describe learning a lexicon of adult content in Section
4. In Section 5, we describe our models for detecting adult
content. Section 6 concludes the paper with our main find-
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ings.

2. Related work
Unsolicited Content on Twitter. Undesirable content can
be prevalent in Twitter. The network is indeed vulnerable
to misuse through posting of undesirable content such as
spams, racist content, hateful speech, threats, and adult con-
tent. This is due to the fact that creating and maintaining an
account on Twitter is fairly easy. Unlike Facebook, where
anonymity is at least theoretically not possible, anonymity
is easier on Twitter. This possibly translates to more un-
desirable content. The work of Grier et al. (2010) is rele-
vant to the scope of unsolicited or spam content on Twitter.
The authors studied 25 million URLs posted on Twitter and
found that 8% of content in these URLs are spam. Analyz-
ing the click-through rate of those spam tweets, they found
that around 0.13% of them generate a site visit. This rate is
much higher than the click-through rate reported for spam
emails (Kanich et al., 2008). This implies that the number
of spammers on Twitter is increasing over time.
Racist and Hateful Speech. A number of studies have
attempted to investigate racists and hateful speech in the
web as well as Twitter. For example, Burnap and Williams
(2014) look at the manifestation and diffusion of hate
speech and antagonistic content in social media in relation
to events that could be classified as ‘trigger’ events for hate
crimes. Their dataset consists of 450k tweets collected a
two weeks window in the immediate aftermath of Drummer
Lee Rigbys murder in Woolwich, UK. Using n-gram and
type-dependency features, they implemented probabilistic,
rulebased, and spatial classifiers. The authors reported a
best F-score of 0.77 using the probabilistic classifier. Sim-
ilarly, Davidson et al. (2017) created a hate speech lexi-
con based on a list of phrases and words provided by Hate-
base.org. Using this list, they crawled a set of 85m tweets
containing terms from the lexicon. Then, a random set
of 25k tweets were manually annotated by CrowdFlower
users on three categories: hate speech, offensive, and nei-
ther. They used Logistic Regression and a dictionary to
construct a predictive hate and offensive language model,
which achieved an F1-score of 90%.
Adult Content. Some studies were also devoted to inves-
tigating and detecting adult content online. For example,
Coletto et al. (2016) analyzed 169 million data points on
Tumblr and Flickr and found that although the community
of adult content producers is small, adult content is spread
widely in the networks. While producers of adult content
are clustered in semi-isolated communities on these plat-
forms, they are linked with the rest of the network with a
very high number of what Coletto et al. (2016) called “con-
sumers” (users who do not post new adult content but fol-
low producers of such content, share and like their posts).
The authors maintained that, due to the fact that users in
the network are enabled to see what other users ‘re-post’ or
‘like,’ over a quarter of the all Tumblr users were uninten-
tionally exposed to adult content. The case is no different
in Twitter where users are able to see recently liked tweets
by users they follow. Singh et al. (2016) estimated at least
10 million accounts tweeting and spreading adult content
according as of May 2015.

Singh et al. (2016) employ graph- and content-based fea-
tures extracted from 74k tweets posted by 18k Twitter users
on the same task, reporting 91.96% accuracy. Their analy-
sis shows that adult content users fulfill the characteristics
of spammers as stated by the rules and guidelines of Twit-
ter2. These pioneering works, however, focused on detect-
ing adult or spam content, without providing analyses of
the content itself. Our work exploits a much bigger dataset
(e.g., our dataset is about eight times bigger than (Aboz-
inadah, 2015)), and pays attention to especially the geo-
graphical distribution of targets of the adult content.
Twitter Spam. What increases Twitter users’s exposure to
pornographic tweets is also the fact that trending hashtags
are usually exploited by spammers (Abozinadah, 2015; El-
Mawass and Alaboodi, 2016). This vulnerability of Twitter
users has recently led to a number of studies focusing on an-
alyzing and detecting Twitter ‘spams’ (e.g. (Lin and Huang,
2013; Yang et al., 2013; Wahsheh et al., 2012b; Wahsheh
et al., 2013; Herzallah et al., 2017; Chu et al., 2012; Grier
et al., 2010; El-Mawass and Alaboodi, 2016; Singh et al.,
2016)). A few of these studies were dedicated to spam de-
tection in Arabic social media (e.g. (Wahsheh et al., 2012a;
Wahsheh et al., 2012b)).
Adult Content in Arabic. Early work on Arabic social me-
dia has focused on developing corpora and systems for de-
tecting sentiment (Abdul-Mageed and Diab, 2012; Abdul-
Mageed and Diab, 2011; Abdul-Mageed et al., 2014), aided
by automatic processing tools developed for the language
like ASMA (Abdul-Mageed et al., 2013), and later emotion
(Abdul-Mageed et al., 2016). More related to our work is
research by Abozinadah (2015) and Singh et al. (2016) who
focused on detecting adult content on Arabic and English
Twitter, respectively. Abozinadah (2015) and Abozinadah
and Jones (2017) built a dataset of 1, 000, 300 tweets com-
prising the most recent 50 tweets of 255 users as well as
the most recent 50 tweets of users in their network. The au-
thors then develop a machine learning classifier using dif-
ferent feature sets. They found that lexical features yield
the best performance. As feature input to their classifiers,
the authors extracted basic statistical measures from each
tweet (e.g., average, minimum, maximum, standard devia-
tion, and the total number of URLs, hashtags, picture, men-
tions, and characters). They reported 96% accuracy of adult
content detection.

3. Dataset
We collect a large dataset of tweets with adult content. In
addition, we identify a large network of adult content pro-
ducers (who are also usually spreaders). We explain our
data collection methods in terms of the following steps3:

1. Hashtag seeds: We start by collecting a list of hash-
tags4. associated with adult content by manually in-

2https://support.twitter.com/articles/
64986.

3Due to the nature of this work, in various places of the paper,
we provide examples that involve language that are related to adult
content. Although we use academic norms to present the content
in appropriate way, reader discretion is advised.

4This list can be downloaded from: https://goo.gl/
Qcc1wW.
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specting several relevant tweets. We iteratively expand
the list by adding co-occurring hashtags that clearly
communicate adult content. Our final list is composed
of 100 hashtags that we manually judge as highly con-
nected to adult content. Example hashtags from this
list include �º� (Eng. “sex”), éªËñÓ (Eng. “horny”),
and �ÓñÓ (Eng. “prostitute”).

2. Tweet-level dataset: We use both the Twitter rest and
streaming APIs to crawl tweets employing items from
this list of 100 manually developed hashtags described
above. Using these crawlers, we acquired a dataset of
∼ 27 million tweets. We refer to this dataset as main.
After filtering out retweets and duplicates, we ended
up with a total of 200K tweets. We refer to this dataset
as unique.

3. User-level dataset: We extract all the users who
posted one or more of the tweets in the main dataset
and acquire a total of 20, 621 users. We then crawl the
timelines of these users, possibly fetching up to 3, 200
tweets from each user. We are able to obtain the time-
lines of 11, 648 of these users, making the total num-
ber of tweets from these timelines around 8.6 million.
We could not fetch the tweets of the remaining 8, 973
users for a number of reasons: First, 2, 456 users
were suspended during the period between crawling
the main dataset and the timelines. These users rep-
resents ∼ 11% of all users. Second, 629 users were
not found at the time of user data crawling at all.
These users most likely have deleted their accounts.
The remaining 5, 888 users were found active, but our
crawlers failed to fetch their data due either to (a) their
accounts being protected5 or (b) have no tweets at the
time of crawling. We call this dataset timelines.
See Table 1 for a summary of the datasets and Table2
for a summary of users in our datasets.

Dataset Size (tweets)
Main 27 M
Unique 200 K
Timelines 8.6 M

Table 1: Datasets in the study. Main: All the tweets we
have initially crawled. Unique: Tweets from main after
deduplication and removal of retweets. Timelines: Tweets
from our list of unique list of 11, 648 users’ timelines.

4. Understanding Adult Content
We use our dataset as a basis for understanding adult con-
tent in various ways. First, we build lexica of adult con-
tent in the form of hashtags and n-grams (unigrams and bi-
grams). These can provide a summary of what the involved

5Protected users can only be crawled when the authenticated
user crawling the data either “owns” the timeline or is an approved
follower of the owner. None of these applied to us.

Type of user Freq. %
Active (collected) 11, 648 56.5%
Active (not collected) 5, 888 28.5%
Suspended 2, 456 11.9%
Not found 629 3.1%

Table 2: Types, counts, and percentages of users in our
timelines datasets.

lexical content is like, but can also be used for collecting
adult content in the future for building classifiers. Related
results are presented in Section 4.1. Second, we study the
posting behaviors of adult content users by aggregating im-
portant frequencies from their content. We also present a
description of their network structure via simple follower-
followee statistics (Section 4.2.). The types of media em-
ployed in adult content is another significant aspect of shar-
ing pornography online and hence we also study this aspect
of content in Section 4.4. Adult content users also seem
to have specific practices as to choosing their screen names
on the network. In an attempt to understand these practices,
we analyze a sample from our data in Section 4.3. Finally,
a question that arises is related to the locales this particu-
lar type of business might be targeting and/or most thriving
in. In Section 4.5., we perform an analysis that answers
this exact question. We now turn to describing our findings
related to each of these user and content attributes.

4.1. Lexica of Adult Content
4.1.1. Hashtags
We extract all the hashtags with frequency > 20 in the
dataset, acquiring a total of 21, 907 hashtags. A sample
from the extracted hashtags is in Table 3. The range of
hashtags are related to descriptions of explicit content that
may be accessible via a shared URL in a tweet, a range of
pornographic activities, and references to individuals with
different sexual orientations. The lexicon can be used as
a basis for monitoring online adult content and collecting
even larger data for detecting pornography.

4.1.2. N-grams
We also extract all unigrams and bigrams with frequencies
> 20 from the dataset, acquiring a total of 128, 625 uni-
grams and 243, 953 bigrams. Table 3 shows a sample of
each of these types6. Similar to the hashtag lexicon, the N-
gram lexicon exposes a range of activities related to adult
content, but also clickbait where users are asked to click
on a link to watch adult video or see an explicit photo. This
clearly paints a picture of adult content marketing as a busi-
ness.

4.2. User Timelines
For a deeper understanding of the behaviour of adult con-
tent spreaders, we calculate several measures based on our
timelines dataset. These measures include the average,
median, and mode of (1) total tweets posted per user, (2) to-
tal pornographic hashtags employed by a user, (3) avergae

6The lists of all hashtags, unigrams and bigrams with their
frequencies can be downloaded from: https://goo.gl/
LVig9g.
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Hashtag Uingram Bigram
AR EN AR EN AR EN
�º�# #sex A

	
Jë here �º�# A

	
Jë #sex here

½*
	
K# #f*ck ½*

	
K f*ch ÉÓA¿ ÕÎJ




	
®Ë @ full movie

Ém
	
¯# #bull �º� sex ÉÔgð YëA

�
� watch and download

é
	
KñjÜØ# #divorced ÕÎJ




	
®Ë @ movie A

	
Jë ÕÎJ




	
®Ë @ movie here

�
HñK
X# #cuckold ¡

	
ª

	
�@ click A

	
Jë ÉÓA¿ full here

ÐPAm×# #incest YëA
�

� watch ¡
	
ª

	
�@ Õç

�
' then click

�º�_ ÐC
	
¯@# #sex movies �A

	
g private �º�# �º� ¡�. @ðP# #sex #sex links

* 	P# #pe*is ÉÓA¿ full ¡�. @QË @ ¡
	
ª

	
�@ ckick the link

I. ËA�# #bottom ¡�. @QË @ link úÎ« ¡
	
ª

	
�@ click on

é*m
�
¯# #b*tch ½*

	
JK
 fu*king ½*

	
K# �º�# #sex #fu*k

Table 3: A Sample of our Adult Content Lexica. Hashtags (left), unigrams (middle), and bigrams (right).

hashtags used per tweet, and (4) number of friends and fol-
lowers per user. As Table 4 shows, an average adult content
user posts∼ 914 tweets, uses 1.45 hashtags per tweets, and
has ∼ 7, 489 friends and 850 followers in their network.
These statistics show that spreaders of adult content not
only employ hashtags as a mechanism of reaching wider
audiences, but also as a way to adhere to Twitter regula-
tion about pornographic content. The analysis also reveals
that these users are not silos in the network, but rather have
friends and followers.

Mean Median Mode
Total tweets 914.20 235 10
Total hashtags used 1, 370.91 525.50 28
Hashtags per tweet 1.45 0.35 0
Friends 7, 488.70 252 0
Followers 850.30 72 0

Table 4: Descriptive statistics of adult content and user net-
work in our data.

4.3. Screen Names Analysis
We wish to investigate screen names used by adult con-
tent users. To do so, we first randomly sampled 100 adult
users and manually analyzed their screen names. We found
out a number of interesting patterns. As shown in Table
5, the most common screen name pattern consists of one
or more (e.g., age, physical) attributes. For example, in
Õæ


�ð ú




	
æK
Qå

�
�« (EN: “a handsome twenties aged guy”) there

are two adjectives describing both the age and physical at-
tributes of the user. For another example, in �Q¢

	
ª

�
JÖÏ @ (EN:

“the arrogant one”), the user chooses to describe his psy-
chological attributes that imply power and pride. In addi-
tion, about 60% of those include more pronounced physical
attributes with clear sexual meanings and an indication of
user gender. Examples include �

é
	
KñjÜØ

�
èXAg. (EN: “horny

and serious female”), Qª
�

�Ó H. QK. QÓ (EN: “chubby and hairy

male”), and 	
J


	
J« Ém

	
¯ (EN: “violent and potent male”).

Other common screen names are person names, some of
which also contain attributes such as hñ

�
J
	
®Ó * ¼ ÉÓ


@ (EN:

“Amal open vag*na”) and �
HñK. ø



Xñm.

× (EN: “Majoodi bi-
sexual”). It is also not uncommon for screen names to have
city or country names such as èQëA

�
®Ë @ øQå�Ó I. ËA� (EN:

“Egyptian bottom Cairo”) and 	
�AK
QË @ I. ËA� (EN: “bottom

from Riyadh”). Some users use their email, phone, or so-
cial media account addresses as their screen names. Finally,
some screen names do not seem to follow any specific pat-
terns. Instead, they contain numbers, commas, underscores,
symbols or mixture of these without any apparent meaning
such as ‘-’ and ‘//-//’. To further analyze adult users screen
names, we extract unigrams, bigrams and emoji from all
screen names. Table 6 provides a list of the top 10 uni-
grams, bigrams, and emoji employed by these users. It is
clear from the Table that adult content users tend to employ
screen names with sexual connotations. We also investi-
gated which exact language is used in screen names. We
found that about 66% of these names consist of either Ara-
bic alphabet exclusively or a mixture of Arabic and Roman
alphabet. About 29% employ Roman alphabet only. The
rest 5% consists of emojis, numbers, symbols, or/and al-
phabet other than Arabic and Roman.

4.4. Tweet media

We also analyze the use of media in the tweets posted
by adult content spreaders. This helps us answer ques-
tions like: “What is the rate of tweets that contain URLs?”
and “Which is the most URL type (web page, photo or
videos) used?”. Table 7 summarizes the results of this
analysis. We have noticed that many of the adult con-
tent tweets contain links, many of which do not actu-
ally lead to what they are advertised to be, specifically
adult content (%59.68), but rather other sites but such
as news sites or ones related to health and beauty con-
tent (e.g., http://healthwabeauty.com/). Inter-
estingly, some links lead to blogs that do not seem to
originate from the Arab world. For example, the blog

http://healthwabeauty.com/


Type percentage Example English

Attribute 34% 	
J


	
J« Ém

	
¯ Violent and potent

Attribute + city/country 9% 	
�AK
QË @ I. ËA� Botton (in) Riyadh

Email address 2% a-sa**@**.com –

Emoji 19% –
Hashtag 1% ©£A

�
®Ó# #clips

Person name 25% YËA
	

g Khalid
Person name + attribute 5% �

HñK. ø



Xñm.
× Majoodi bisexual

Others 19% //-// –

Table 5: Types of screen names in a sample of 100 pornographic users

Uingram EN Bigram EN Emoji

�º� Sex hñ
�
J
	
®Ó * ¼ Open pus*y (unvirgin)

é
�
®Ê¢Ó Divorced (F) �

èQ�
J.» * ù


£ Big As*

hñ
�
J
	
®Ó Open �º� ÐC

	
¯@ Sex movies

èPQj
�
JÓ Emancipated (F) H. Q

	
ªÖÏ @ 	áÓ From Morocco

�
ém.
�'

Aë Horny (F) ÐPAm× �º� Incest sex

�
éªËñÓ Horny (F) ú



G
.
Q« �º� Arab sex

Ém
	
¯ potent (M) ú




	
¯ �º� Sex in

* ù


£ As* �º� ©£A

�
®Ó Sex clips

�
èQ�
J.» Big (F) 	

àñ
	
¯ �º� Phone sex

ÐC
	
¯@ Movies h. @ð 	P ¡J
�ð Marriage broker

Table 6: Top 10 unigram, bigram, and emojis in screen names used by users (F: female; M: male).

Count %
Web link URLs 6.754M 59.68%
URLs refer to photo 3.166M 27.98%
URLs refer to video 1.310M 11.57%
URLs refer to animated gif 86.973M 0.77%
Total URLs (web link+media) 11.318M 100%

Table 7: Types of media in tweet URLs in the data.

at https://ecoinsnews.blogspot.com/ focuses
on Bitcoin and the encryption market mostly likely directed
to English speaking-audience. We also observed that only
a small fraction of these sites are ones that solicit subscrip-
tions for one or another of a sex ‘service’ or sexual content.

4.5. Geographical Distribution

Using our dataset, we analyze the geographical distribution
of adult content across the Arab world. For the purpose, we
follow a simple method:

1. Initially, we automatically generate a list of
Arab countries and cities (we refer to the list
as autocities) from Google map API7. The

7https://developers.google.com/maps/?hl=

Country Freq. City Freq.
KSA 443, 112 Riyadh 89, 232
Egypt 202, 795 Jeddah 66, 944
Qatar 131, 707 Amman 27, 651
Iraq 81, 517 Makkah 16, 133
Kuwait 81, 517 Qassim 14, 344
Syria 76, 948 Dammam 14, 251
Lebanon 76, 290 Madinah 10, 365
Palestine 57, 029 Jerusalem 9, 345
Oman 55, 735 Tabuk 8,690
Bahrain 51, 956 Gaza 8, 256

Table 8: Top 10 Arab countries and cities matched in the
adult content.

autocities list pertains 22 countries and has a
total of 361 cities. autocities had several errors
(e.g., names in English and Hebrew, neighborhood
names instead of the a specific city name, GPS
coordinates cities).

2. For this reason, we manually correct this list using
the following procedure: For each country in the
autocities, we keep only Arabic city names and

fr.

https://ecoinsnews.blogspot.com/
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.
https://developers.google.com/maps/?hl=fr.


regular content adult content
BOW #data points acc avg-f prec rec f prec rec f

10 0.54 0.42 0.64 0.07 0.12 0.54 0.97 0.69
50 0.54 0.41 0.77 0.04 0.08 0.54 0.99 0.70

100 0.55 0.43 0.83 0.06 0.12 0.54 0.99 0.70
250 0.53 0.38 0.50 0.01 0.02 0.53 0.99 0.69
500 0.53 0.38 1.00 0.01 0.02 0.53 1.00 0.69

regular content adult content
BOM #data points acc avg-f prec rec f prec rec f

10 0.76 0.76 0.69 0.92 0.79 0.90 0.63 0.74
50 0.77 0.77 0.69 0.94 0.80 0.92 0.63 0.75

100 0.78 0.78 0.70 0.94 0.80 0.92 0.64 0.76
250 0.79 0.78 0.70 0.93 0.80 0.92 0.65 0.76
500 0.78 0.78 0.70 0.94 0.80 0.92 0.64 0.76

Table 9: Results from our models for detecting spreaders of adult content on Twitter. We use SVMs in our experiments.
BOW: bag-of-words models. BOF: bag-of-means models.

manually add other cities (replacing, e.g., the English
and Hebrew names with Arabic counterparts, and sub-
stituting GPS co-oridnates with corresponding cities).
For this step, we use Wikipedia8. We also search
Wikipedia for Arabic city names that are not in the
original autocities list and add cities we find. The
new list covers 22 countries and a total of 488 cities.
We call this list goldcities9.

3. Finally, we use goldcities to identify the names
of countries and cities targeted in the adult dataset,
based on simple matching between our goldcities and
tweets’ unigrams. This allows for identifying the most
targeted Arab countries and cities by adult content
users. Figure 1 maps the geographical distribution of
targets in adult content by country. Table 8 shows the
top 10 Arab countries as well as top 10 cities matched
in the data. The top two countries are KSA10 and
Egypt. The city list in Table 8 contains “Qassim”
which is a KSA province rather than a city. Observ-
ably, 7 cities out of the 10 top mentioned cities are
KSA cities. This shows very heavy targeting of KSA
cities. The findings about KSA and Egypt is not sur-
prising as these two countries have large Twitter pop-
ulations, although there may be other reasons these
countries are targeted most. Any such potential rea-
sons are outside the scope of our current work, but
form the basis of important research questions.

5. Classification
We build supervised models for detecting adult users ex-
ploiting the data of these users. For the purpose, we iden-
tify 2, 500 users in the adult data such that each has at least
500 tweets. For the negative class (i.e., regular users), we
use an equal number of users’ data where each user has at
least 500 tweets.

8https://en.wikipedia.org/wiki/Arab_
world.

9The goldcities list can be downloaded from: https:
//goo.gl/s3xzpB

10Kingdom of Saudi Arabia

5.1. Pre-processing, Data splits, and settings
We randomize the user data from both the positive and
the negative classes and remove all the hashtag seeds used
to collect the data. For this work, we choose our hyper-
parameters beforehand from a small set of choices as we
describe next. To facilitate replication and future work un-
der more sophisticated conditions, we split the data into
80% training, 10% development, and 10 % testing so that
development data can be used to tune parameters with more
advanced experiments. We employ simple SVM classifiers
with a fixed vocabulary size of 20K words, under two clas-
sification conditions:
Bag-of-Words: Where each vector simply represents each
word existing in a tweets with a binary value (0 or 1).
Bag-of-Means: We build a word embedding model
(Mikolov et al., 2013) exploiting a large in-house dataset
of Arabic tweets totaling > 100m data points. For this
purpose, we adopt the pre-processing pipeline of (Zahran
et al., 2015; Abdul-Mageed et al., 2018), in that we re-
move any non-unicode characters, normalize Alif maksura
to Ya, reduce all hamzated Alif to plain Alif, remove all
non-Arabic characters. To clean noise, we reduce all letter
repetition of > 2 characters to only 2. We build a skip-gram
model with 300 dimensions, a minimal word count = 100
words, and a window size of 5 words on each side of a tar-
get word. For vectorization, we average the word vectors
of each tweet, acquiring a 300-dimension bag of means for
each data point.
Settings: We develop the classifiers under a number of
conditions, pertaining the number of tweets exploited from
each user. We use numbers of tweets according to values
from the set {10, 50, 100, 250, 500}. For these simple clas-
sifiers, we use the scikit learn 11 SVC implementa-
tion.

5.2. Evaluation:
We report in terms of accuracy (acc), precision (prec), recall
(rec), and F-score (f). We use a random baseline of 50%,
which is also equal to each of the two classes in the data,

11http://scikit-learn.org/stable.
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given that the two classes are balanced. We first performed
the experiments on both Dev and Test under the same con-
ditions, but only report on Test here. As mentioned earlier,
we choose to set aside a development set for future repli-
cability and comparisons under more sophisticated experi-
mental conditions.
Table9 presents the results of our model. As the Table
shows, the BOM conditions perform better, with best ac-
curacy reaching 79% with 250 tweets, significantly (i.e.,
p< 0.03) exceeding the random baseline of 50%. The best
BOM (250 tweets) classifier reaches 92% of precision on
the adult/positive class, with a reasonable recall of 65%.
These results show the utility of the simple SVM BOM
classifier on this task, as opposed to a BOW. Even with 10
tweets, the BOM classifier performs at 76% acc, reaching
a high precision of 90% on the adult users class.

6. Conclusion
In this work, we described a method for collecting a large-
scale dataset of adult content in Arabic Twitter. We also
described the data we acquired using this method and used
the data to understand the tweeting behavior in this safety-
important area of online behavior. We also extracted three
lexica involving hashtags, unigrams, and bigrams, which
we also make available to the community. Analyzing our
data also gave us an opportunity to identify the geographi-
cal distribution of targets of adult content, which may lead
to future important discoveries about the dynamics and
market of adult content production and spread. We finally
developed simple, yet quite successful, models for detect-
ing spreaders of adult contents on the microblogging plat-
form. Our models achieve 79% accuracy on the task. In the
future, we plan to improve our classification models and
further investigate the network structure of the adult con-
tent spreaders.
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